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This Lecture

Overview of healthcare & landscape of healthcare data

Some snapshots of research on machine learning in healthcare 
Early Disease Prediction using EHR time series
Medical Imaging: 

Radiology (X-Rays, Mammograms, MRI, Ultrasound)
Pathology (Histopathology)
Microscopy

Genomics and sequences and text

Thoughts on research trends in short and long term in this field.



Healthcare in Numbers
What are the top killer diseases?

What are the diseases people go to doctors for?



“Immature” Causes of Death in 2016, USA

Source: https://www.cdc.gov/nchs/fastats/leading-causes-of-death.htm



“Immature” Causes of Death in 2016, USA

Source: https://www.cdc.gov/nchs/fastats/leading-causes-of-death.htm

Heart disease: 635,260
Cancer: 598,038
Medical Errors*: 251,454
Chronic lower respiratory diseases: 154,596





NYU Medical School - de-identified database i2b2 (2 
years ago)







Healthcare in Action
What happens Where and When?

What’s the constraints of each location?



Overview of Healthcare in Action

Emergency Dept: Triage & 
Stabilization
➔ Bleeding/pain/etc
➔ internal/external problems
➔ Patient awake or 

unconscious
➔ Quick diagnosis needed 
➔ Localization of main cause
➔ Quick action to give patient 

time
➔ Can be: Fast, Noisy, Loud, 

Mechanical



Outpatient: Diagnosis, Curing and 
Prevention
➔ More time to diagnose
➔ Often symptoms aren’t 

specific/strong enough
➔ Time to do (diagnostic) tests
➔ Need to track medication 

response or Prevent s.th.

Overview of Healthcare in Action



Surgery: Either Emergency or 
Elected
➔ Invasive and need to be 

complete in one session
➔ For biopsy(diagnosis) or 

treatment
➔ Robotic Surgery: less 

invasive. 

Overview of Healthcare in Action



Pathology: Confirmations of Serious diagnosis
➔ Most cancers,
➔ Tissues, cells and Microscopic imaging
➔ (Genetic reading nowadays)

Overview of Healthcare in Action



Diverse Data Modalities



Diverse Modalities: Text and Structured data Time 
Series (NYU Data)



Diverse Modalities: Images (NYU data)



Diverse Modalities: Genomics (Public GDC data) 



What else?



Questions that Could Use More ML in Healthcare 
Early detection, Detection, and Prevention 

Automated/Augmented Diagnosis/screening & Lowering medical errors
Finding new bio-makers, less invasive, more specific & sensitive, scalable
Better clinical trial recruitment - faster drug design

Tracking Treatment Response and Disease Progression 
Finding, measuring, and visualizing biomarker & changes over time

Low resource settings & where time is limited i.e. ED department
Prioritization of patients
Lowering missed diagnosis - augmented diagnosis, automations, etc

What else? 



Some snapshots of research on machine 
learning in healthcare



Early Disease Prediction using 
EHR time series



Electronic Health Records

Demographic and lifestyle

Medications:
-NDC code (drug name) 
-Quantity
-Date of fill 

Encounters
-Free Text Notes
-Diagnosis code (ICD10s)
-Procedure (CPTs)
-Specialty
-Location of service
-Service Provider ID
-Inpatient/outpatient
-Cost

Lab Tests:
-LOINC code (urine or blood test name)
-Results (actual values/Flags)
-Date

Time

Radiology Imaging:
- MRI, CT, PET, etc.
- Free Text (Radiology 
notes)
- Assessment codes

Pathology:
- Microscopic images (histopathology)
- Genetic test 
- Free text assessments
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Disease Prediction/Forecasting

Time

Input Output

The 
Model



Space of machine learning methods

- Standard Regression
- Rule Based Expert Systems
- Bayesian networks

Parameters: Few
Data Needed: Small

- Decision Trees
- Bayesian networks with 
structure learning
- Random Forests

Parameters: Medium
Data Needed: Medium/large

- Bayesian networks with hidden 
variables
- Dimensionality reduction - 
PCA/ICA

Parameters: Medium
Data Needed: Medium

- Deep learning

Parameters: Larges
Data Needed: Large/X-Large

C
om
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ex

 fe
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es

Feature interactions

Specified 
by human 
experts

+Learned 

Specified by human experts +Learned 



Disease Prediction/Forecasting

Time

Input Output

The 
Model
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Feature Engineering: ~42,000 features

22

Diabetes known 
risk factors

coverage

indicator for 
using  
Medication 
groups

indicator for 
each ICD-9 
procedures 
group

indicator for 
each CPT 
group

Laboratory indicators for:
Test request
Test value high
Test value low
Test value normal
Test value increasing
Test value decreasing
Test value fluctuating

Indicator for each 
service place

Indicator for 
each 

specialty

indicator for each 
icd9 diagnosis

• All variables except ICD-9 diagnosis evaluated in 6 
months, 2 years and entire history prior to T2D onset.

39 990 16,632 233 224 7x1000 228 32

Population-Level Prediction of Type 2 Diabetes From Claims Data and Analysis of Risk Factors
https://www.liebertpub.com/doi/abs/10.1089/big.2015.0020



2 Layers of
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Learning features and Deep Learning/Multitask learning



E
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D

Time
Input
labs

Vertical Convolution (+Relu+batchnorm)
(Kernel sizes: |Labs| x 1)

Vertical Convolution (+Relu+batchnorm)
(Kernel sizes: |previous layer filters | x 1)

Temporal 
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+ReLUTemporal Subnetwork: 

Temporal pooling and 
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Lab Combination 
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Vertical 
convolution to 
combine labs

batchnorm
+Log Softmax



2 Layers of
Dropout + Fully connected
+ReLU
Connected to the last 
LSTM memory unit

E

A
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D

P(Y3=1|input)

P(Y1=1|input)

P(YM=1|input)

Time

Input
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batchnorm
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Long Short Term 
Memory Recurrent 
Units 



Prediction Quality on the test set of size 98,000 individuals



Overview of some results so far on general NYUMC patient cohort



Applicable to many more outcomes and tasks 
● Early prediction of childhood obesity
● Predicting diabetes complications
● Predicting risk of re-hospitalization
● Detecting undocumented but existing diseases
● Using lab values only to predict future diseases
● Predicting medication adherence
● Predicting no-shows
● Etc. etc. etc….

● Many industries interested: Hospitals, Insurance companies, Government 
Medicare/Medicaid, Center for Disease Control, etc.



Medical Imaging: 
Radiology (X-rays, Mammograms, MRI, Ultrasound)

Pathology
Microscopy



Plain X-Rays or Radiographs

Most common & oldest type of radiology image. 

Great to show Carbon vs. Calcium

Good for: Bones, Teeth, Chest X-Rays, 
Mammography, Abdominal X-ray.

Result: 2D image

Risks: Radiation exposure

Opportunities in research: 
● Augmented/automatic Diagnosis
● Lowering X-ray dosage



Related Papers on Bone X-Ray Radiographs
MURA: Large Dataset for Abnormality Detection in Musculoskeletal Radiographs

 



MURA: Large Dataset for Abnormality Detection in Musculoskeletal Radiographs

Task: determining whether an X-ray study is normal or abnormal.
Motivation: 
● Musculoskeletal conditions affect more than 1.7 billion people worldwide, 
● 30 million emergency department visits annually 

Data (Public):
● 14,863 studies from 12,173 patients, with a total of 40,561 multi-view 

radiographic images.
● Includes: elbow, finger, forearm, hand, humerus, shoulder, and wrist
● Labels from Stanford Hospital (from 2001 to 2012)

Baseline:
● DenseNet-169 with Multi-task Cross Entropy Loss

Evaluation:
● Cohen’s kappa statistic

 



MURA: Large Dataset for Abnormality Detection in Musculoskeletal Radiographs



Related paper on Chest X-rays 
“ChestX-ray8: Hospital-scale Chest X-ray Database and Benchmarks on 
Weakly-Supervised Classification and Localization of Common Thorax Diseases”



“ChestX-ray8: Hospital-scale Chest X-ray Database and Benchmarks on 
Weakly-Supervised Classification and Localization of Common Thorax Diseases”

Task: Identification & Localization of Thorax Diseases.

Motivation: Reducing medical errors and improving “incidental finding” success.

The data:
● 108,948 frontal view X-ray images of 32,717 unique patients
● Labels from radiology reports. (8 disease labels)

Evaluation: AUC

Baseline: Standard imaging models up to 2017



“ChestX-ray8: Hospital-scale Chest X-ray Database and Benchmarks on 
Weakly-Supervised Classification and Localization of Common Thorax Diseases”



Follow-up: CheXNet (Also a DenseNet model)



Criticism of the Dataset (Applies to most datasets)
Labels aren’t accurate

Read:https://lukeoakdenrayner.wordpress.com/2017/12/18/the-chestxray14-datas
et-problems/

https://lukeoakdenrayner.wordpress.com/2017/12/18/the-chestxray14-dataset-problems/
https://lukeoakdenrayner.wordpress.com/2017/12/18/the-chestxray14-dataset-problems/


Mammograms: Low-dose X-Rays

Screening Mammograms: 4 images
Diagnostic Mammograms: More than 
4 images

Currently recommended once every 2 
years for every 50-74 yo women. 

Does not work for dense breasts. 
(Many young patients or asian 
ethnicities)
● Ultrasound



Related paper on automatic Mammography Screening



High-Resolution Breast Cancer Screening with 
Multi-View Deep Convolutional Neural Networks

Data:  886,000 images, 129,208 unique patients

Labels: BI-RADs scores

Baseline: Custom CNN

Evaluation: AUC & Reader Study



Magnetic Resonance Imaging (MRI)
Watch (25 mins): https://www.youtube.com/watch?v=djAxjtN_7VE
● Protons (Hydrogen nuclei) rotate randomly. 
● A rotating positive charge creates magnetic field. 
● If put under a bigger magnetic field, the proton spins somewhat lines-up. 
● If exposed to radio-frequency proportional to the magnetic field, they flip.
● As the radio-frequency is removed, they emit a measurable signal (Phase & 

Frequency & Magnitude) as they go back.
○ Fat has different reaction to this removal vs Water

○ Pulse Sequence: Order of applying and removing radio-frequency. 

○ Can localize each measured signal by creating asymmetric large magnetic waves. 

○ MRI signal is originally captured in Fourier Space

○ Currently 1.5 T, 3 T, 7 Tesla clinically available.

https://www.youtube.com/watch?v=djAxjtN_7VE


Pulse Sequences: T1 vs T2 vs FLAIR vs DTI vs ... 

T1:  
Brighter: Fat and 
Contrast agents 
Darker: Higher water 
content: (edema, tumor, 
infarction, inflammation, 
infection, hemorrhage)

T2:  
Brighter: Water
Darker: Fat tissue

FLAIR: High signal in 
stroke, multiple 
sclerosis (MS) 
plaques, 
subarachnoid 
haemorrhage and 
meningitis.

DTI:  
Measures of 
Brownian motion of 
water molecules
Can image direction 
of nerve fibers
Useful for tumor 
deformation studies



MRI is originally in Fourier Space - called K-Space



Missing data in K-space leads to pixel space artifacts



Issues and Potentials for Research
Improving Acquisition time & Image reconstruction

15/20 minutes stuck inside a tube: too long!

Diagnosis and automation:
2D and 3D classifiers, localization, segmentation
Time series alignment, classification, visualization

Advanced Imaging Invention
MRI fingerprinting and diagnosis



Segmentation of MRIs: Brain 
“QuickNAT: Segmenting MRI Neuroanatomy in 20 seconds”



“QuickNAT: Segmenting MRI Neuroanatomy in 20 seconds”

Motivation: 
● Accurate brain structural segmentation is central to 

nearly all neuroimaging analyses.
● Freesurfer takes 2-4 hours to segment a volume.

Task: Segmentation of 40+ regions per volume 

Data: ADNI Auxiliary data & MICCAI brain segmentation 
challenge (30 manual segmented volumes)

Baseline: Variant of U-net 

Loss function: Weighted cross entropy & Weighted Dice 
loss









“End-To-End Alzheimer’s Disease Diagnosis and Biomarker 
Identification”

https://arxiv.org/pdf/1810.00523.pdf 

https://arxiv.org/pdf/1810.00523.pdf


Task: Differentiate between AD, MCI, Normal

Dataset: ADNI (publicly available) - small-ish

Architecture: 3D CNN - vanilla 3D

“End-To-End Alzheimer’s Disease Diagnosis and Biomarker 
Identification”



Results & Visualizations



Ultrasound Imaging or Sonography
Sound waves with frequencies - higher than those audible to humans (>20,000 
Hz)
provides images in real-time
No radiation and portable
Limits on its field of view: Difficult to ‘see’ behind Bones and Air (for now)
Can be used to see: Elasticity of tissue, 3D shape, Tissue maps



Related work on Segmenting Tumors in Ultrasound
“Automated and real-time segmentation of suspicious breast masses using 
convolutional neural network”
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5955504/ 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5955504/


Motivation: Detection and Localization of tumors

Model: Standard U-Net

Data:

Evaluation: Dice Loss

“Automated and real-time segmentation of suspicious breast 
masses using convolutional neural network”



Pathology



Typical Cancer Diagnosis Process
Initial: Radiological Images
● X-Ray, CT scans, MRIs, PET

Confirmation & staging/subtyping: Pathology
● No Surgery: Needle biopsy - fine needle aspiration (FNA) or core biopsy
● Surgery and General Anesthesia: FFPE or Frozen - 1cm3 cube or more tissue

○ FFPE: Formalin; Paraffin; Slicing; Staining with H&E 
○ Frozen: Faster and takes few minutes - during surgery



The Data: Public TCGA (The Cancer Genome Atlas)



Related work: Classification of Histopathology Images
“Classification and mutation prediction from non–small cell lung cancer 
histopathology images using deep learning”
https://www.nature.com/articles/s41591-018-0177-5 

https://www.nature.com/articles/s41591-018-0177-5


Lung Cancer: 
Second most common cancer, and leading cause of 
cancer death 

[1] USA 2018 Stats, The American Cancer Society, https://www.cancer.org/cancer/non-small-cell-lung-cancer/about/key-statistics.html
[2] The American Cancer Society, https://www.cancer.org/cancer/non-small-cell-lung-cancer/about/what-is-non-small-cell-lung-cancer.html 
[3] Rosell, Rafael, et al. New England Journal of Medicine 361.10 (2009): 958-967.
[4] https://www.mycancergenome.org/content/disease/lung-cancer/egfr/ 
[5] Shi, Yuankai, et al. Journal of thoracic oncology 9.2 (2014): 154-162.
[6] https://www.curetoday.com/articles/treatment-for-egfr-mutant-lung-cancer-is-rapidly-expanding 

234,000 new cases in 
2018 

154,000 deaths[1]

80% are Non-Small 
Cell Lung Cancer[2]

EGFR mutations

 20% in USA/Europe 

 60% in East Asia[3-4]

Approved 
Molecularly 
Targeted 
Therapies for 
EGFR-mutant lung 
cancers[5-6]

https://www.cancer.org/cancer/non-small-cell-lung-cancer/about/key-statistics.html
https://www.cancer.org/cancer/non-small-cell-lung-cancer/about/what-is-non-small-cell-lung-cancer.html
https://www.mycancergenome.org/content/disease/lung-cancer/egfr/
https://www.curetoday.com/articles/treatment-for-egfr-mutant-lung-cancer-is-rapidly-expanding


The Data
1,634 whole-slide images (1,176 tumor tissues and 459 normal tissues)
● For Adenocarcinoma, there are also mutations available



Training, Validation, Test, Aggregation



Results 



Predicting gene mutational 
status from whole-slide 
images



NYULMC DATA
● Frozen sections (98 slides)
● FFPE sections (140 slides)
● Needle biopsies (102 slides)

Generalization to Other Cohorts



Comparison to Pathologists



Microscopy and Super-resolutions



Cellular Imaging - Latest Updates
Recent advances in fluorescence microscopy:
● Tagging 100s of RNAs (corresponding to genes), Proteins, etc. in live cells
● “Seeing” across time and space at much higher resolution
● Limits on amount of light that can be given to each batch
● Light is proportional to Resolution (Similar to X-Ray radiation dose)

Will change the way we understand drug response

Will change the way we understand cellular behaviour

Applications for All Cancers, Alzheimer’s disease, Neurological conditions, etc. 



Content-Aware Image Restoration: Pushing the Limits of 
Fluorescence Microscopy
https://www.biorxiv.org/content/early/2018/07/03/236463 

https://www.biorxiv.org/content/early/2018/07/03/236463




Models for Sequences and Genomics



Biomarkers from Sequential Convolutional Nets 
Babak Alipanahi, Andrew Delong, Matthew T Weirauch & Brendan J Frey, 
"Predicting the sequence specificities of DNA-and RNA-binding proteins by deep 
learning." Nature biotechnology (2015)

Collaboration: UToronto

Objective: Discover DNA/RNA motifs that bind to many binding proteins, and 
predict protein-binding in multiple tasks (in vitro and in vivo)

Data: 240,000 RNA sequences and 207 binding proteins; 40,000 DNA sequences 
and 86 binding proteins (transcription factors) 



Convolution Model for discovering Motifs and Position 
Weight Matrices



Results
In vitro:

● DNA Specificity prediction; Average AUC 0.726 
● RNA Specificity prediction: Average AUC 0.84



State of Research In ML for Healthcare
Short term and Long term



Short term: many many standard supervised learning 
It’s natural & necessary to build several new baselines
● Healthcare has recently joined data-heavy fields. 
● Most baselines in other fields haven’t even been tried here.
● We do need to build many many baselines.
● New architectures/models aren’t necessarily needed
● Need to understand what tasks are actually harder and need more ML 

innovations

Outcome of this stage:
● Models that can be deployed in practice: shift focus to integration & system 

changes & industry change
● Identification of medical tasks that are actually difficult! 





Each of these arrows learned 
● Will save lives
● Will discover new hypothesis
● Will save money
● Will change industries



What is difficult today?
Tracking and representing and modeling changes over time
● Predicting it, predicting with it, disentangling factors, etc.
● Even ML tools aren’t mature in this area.

Recommending treatments:
● Counterfactual inference & personalized medicine

Rare diseases..

Beyond current tools:
● New sensors & hardwares - Physics & Chemistry!
● Repurposing existing hardware (i.e. MRI pulse sequences, Ultrasounds, etc)
● Embedded sensors



That’s it for now!

Email me with follow ups and questions:

Narges.Razavian@nyumc.org

Also, take the next semester’s class:

Deep Learning for Medicine 

BMSC-GA 4493 or BMIN-GA 3007


